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a b s t r a c t

In this paper, we intend to predict protein structural classes (a, b, aþ b, or a=b) for low-homology data

sets. Two data sets were used widely, 1189 (containing 1092 proteins) and 25PDB (containing 1673

proteins) with sequence homology being 40% and 25%, respectively. We propose to decompose the

chaos game representation of proteins into two kinds of time series. Then, a novel and powerful

nonlinear analysis technique, recurrence quantification analysis (RQA), is applied to analyze these time

series. For a given protein sequence, a total of 16 characteristic parameters can be calculated with RQA,

which are treated as feature representation of protein sequences. Based on such feature representation,

the structural class for each protein is predicted with Fisher’s linear discriminant algorithm. The

jackknife test is used to test and compare our method with other existing methods. The overall

accuracies with step-by-step procedure are 65.8% and 64.2% for 1189 and 25PDB data sets, respectively.

With one-against-others procedure used widely, we compare our method with five other existing

methods. Especially, the overall accuracies of our method are 6.3% and 4.1% higher for the two data sets,

respectively. Furthermore, only 16 parameters are used in our method, which is less than that used by

other methods. This suggests that the current method may play a complementary role to the existing

methods and is promising to perform the prediction of protein structural classes.

& 2008 Elsevier Ltd. All rights reserved.

1. Introduction

The tertiary structure of a protein is determined by its amino
acid sequence via the process of protein folding (Anfinsen, 1973).
In order to explore the mechanism of the protein folding process,
some theoretical works have suggested the designability and
other concepts based on lattice models (Li et al., 1996, 1998; Wang
and Yu, 2000; Yang et al., 2007a). It is possible to predict the
tertiary structure of a protein from its primary structure directly.
But this is a challenging problem as there is no simple rule to map
the primary sequence into the corresponding tertiary structure of
a protein. Four main structural classes of proteins were recognized
based on the types and arrangement of their secondary structural
elements (Levitt and Chothia, 1976). They are the a class, the b
class and those with a mixture of a and b shapes called the aþ b
class and the a=b class. It is especially important to predict protein

structural classes (see, e.g., Chou and Zhang, 1995). Firstly, it is
helpful for the prediction of protein secondary and tertiary
structure. For example, the searching scope of conformation will
be reduced if the structural class of the protein under study is
known (Bahar et al., 1997). Secondly, the structural class is related
to various properties of protein (e.g., biological function, and
existence of disulfide bonds) (Nishkawa and Ooi, 1982).

Many methods have been proposed to predict structural
classes of protein from their primary sequences (Anand et al.,
2008; Chen et al., 2008a; Chou, 1995, 1999, 2000, 2005b; Chou
and Zhang, 1994, 1995; Kedarisetti et al., 2006; Kurgan and
Homaeian, 2006; Wang and Yuan, 2000; Zhang et al., 2008; Zhou,
1998; Zhou and Assa-Munt, 2001), some of which are based on
amino acid composition (see, e.g., Chou and Zhang, 1995;
Kedarisetti et al., 2006; Kurgan and Homaeian, 2006; Wang and
Yuan, 2000). These methods were reported to be nearly perfect
when high-homology data sets were used and the reason for their
success in predicting structural class from amino acid composi-
tion was explored by Bahar et al. (1997) with lattice models. For
example, the 359 data set (Chou and Maggiora, 1998) (over 95%
homology) was used extensively in the past decade to test the
effectiveness of various prediction methods (Kedarisetti et al.,
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2006; Kurgan and Homaeian, 2006; Wang and Yuan, 2000). For
this data set, the overall accuracy was higher than 90%
(Kedarisetti et al., 2006; Kurgan and Homaeian, 2006). However,
when low-homology data sets were used, these methods were not
effective any more. For instance, for two low-homology data sets,
1189 and 25PDB with sequence homology being 40% and 25%,
respectively, the reported overall accuracy with these methods
was less than 60% (Kedarisetti et al., 2006; Kurgan and Homaeian,
2006; Wang and Yuan, 2000). That is to say, the performance of
existing methods was strongly affected by sequence homology.
Kurgan and Homaeian (2006) discussed this problem in detail.
Kedarisetti et al. (2006) calculated the accuracies for protein
sequences with varying homologies and concluded that prediction
of structural classes is more difficult for low-homology sequences
than for higher-homology sequences. In order to predict protein
structural classes for low-homology sequences, it is necessary to
develop some new methods.

Recently, we have successfully used some different methods to
predict structural classes of large proteins (i.e., protein sequences
are long) (Yang et al., 2007b, 2008; Yu et al., 2006). Yu et al. (2006)
used the hydrophobic free energy and solvent accessibility of
amino acids to construct several parameter spaces. We found that
some spaces could be used to distinguish and cluster the 43
selected large proteins from the four structural classes. With
hydrophobicity scale of amino acids and a 6-letter model, we
recently discussed the clustering of 49 large proteins via multi-
fractal analysis (MFA) (Yang et al., 2007b).

Chaos game representation (CGR) of protein structures was
first proposed by Fiser et al. (1994). We denote this CGR by 20-
CGR as 20 kinds of letters are used to represent protein sequences.
Later Basu et al. (1997) and Yu et al. (2004) proposed other kinds
of CGRs for proteins, in which 12 and 4 kinds of letters were used
for protein sequences, respectively. We denote them by 12-CGR
and 4-CGR. We also applied a 6-letter model to cluster 49 large
proteins (Yang et al., 2007b), hence we can discuss using 6 letters
in CGR and it is denoted by 6-CGR. Recently, protein sequences are
transformed into nucleotide sequences based on fixed reverse
encoding of amino acids (Deschavanne and Tufféry, 2008) and the
famous CGR for DNA sequence analysis (Jeffrey, 1990) can be used
on protein sequences. Deschavanne and Tufféry (2008) showed
that such method was able to classify functional families of
proteins and protein structural classes. For convenience, we
denote such method by AAD-CGR (Amino Acids to DNA) and it
is the main method adopted here.

20-CGR have been used successfully by us to predict structural
classes of 100 large proteins based on MFA recently (Yang et al.,
2008). The protein sequences were transformed into two time
series which were then analyzed by MFA. The disadvantage of this
methods is that it requires that the length of protein sequences to
be long enough (often4300, i.e., large proteins). However, most of
proteins stored in RCSB Protein Data Bank (http://www.rcsb.org/
pdb/home/home.do) are small proteins. In order to solve this
problem, here we adopt recurrence quantification analysis (RQA)
(Giuliani et al., 2002) to analyze the time series here. RQA is a
powerful nonlinear technique in analyzing time series without the
requirement on the length of time series.

In this paper, we intend to predict the protein structural classes
of the two low-homology data sets, 1189 and 25PDB, which
contain 1092 and 1673 proteins, respectively. Firstly, the protein
sequences are converted into two different time series with AAD-
CGR. Secondly, RQA is applied to analyze these time series. For
each time series, eight parameters are achieved. Thus, for a given
protein sequence, a total of 16 (2� 8) characteristic parameters
can be calculated. These parameters are used to predict the
structural classes of proteins by Fisher’s linear discriminant
algorithm. One step-by-step procedure is proposed to predict

protein structural classes. The overall accuracies are 65.8% and
64.2% for 1189 and 25PDB data sets, respectively. The jackknife
test, which is the most rigorous and objective algorithm for
evaluating the power of prediction methods, is used to evaluate
and compare our method with five other existing methods. We
found that the method proposed here has better performance
than these methods, suggesting that the method proposed here
may play a complementary role to the existing methods.

2. Models and methods

2.1. Reverse encoding for amino acids

It is known that there are 20 kinds of amino acids (AAs) and
several kinds of coded methods for some AAs. As a result, there
should have many possible nucleotide sequences for one given
protein sequence. Here, we use the encoding method used by
Deschavanne and Tufféry (2008) which is listed in Table 1.
Deschavanne and Tufféry (2008) explained that the rationale for
the choice of this fixed code is to keep a balance in base
composition so as to maximize the difference between the amino
acid codes. Two more arbitrarily selected reverse encoding
methods are discussed in the Discussion section.

2.2. CGR and related time series

After one protein sequence is transformed into nucleotide
sequences, we can use AAD-CGR of nucleotide sequences (Jeffrey,
1990) to analyze it. We recapture the concept of CGR briefly here.
CGR for a nucleotide sequence is defined in a square ½0;1� � ½0;1�,
where the four vertices correspond to the four letters A, C, G and
T: the first point of the plot is placed half way between the center
of the square and the vertex corresponding to the first letter of the
nucleotide sequence; the i-th point of the plot is then placed half
way between the ði� 1Þ-th point and the vertex corresponding to
the i-th letter. The obtained plot is then called CGR of the
nucleotide sequence, or AAD-CGR of the protein sequence. AAD-
CGR of a typical protein is shown in Fig. 1 as an example.

It is not easy to analyze the obtained plot directly. Noticing that
the AAD-CGR of proteins is determined by the ðx; yÞ coordinates,
we proposed to decompose the AAD-CGR into two time series and
then analyzed them by MFA recently (Yang et al., 2008). Similarly,
we decompose the AAD-CGR plot into two time series here. Any
point in the AAD-CGR plot is determined by two coordinates,
namely, x and y coordinates. Thus, two time series can be achieved
from the AAD-CGR plot. Fig. 2 shows the two time series related to
the AAD-CGR plot in Fig. 1. We denote them as CGRx and CGRy,
respectively.

Because the AAD-CGR plot can be uniquely reconstructed from
these two time series, all the information stored in the AAD-CGR
plot is contained in the time series. And the information in the
AAD-CGR plot comes from the primary sequence of proteins.
Therefore, any analysis of the two time series is equivalent to
indirect analysis of the protein primary sequence. We hope that
such analysis provides better results than direct analysis of the
protein primary sequences.

2.3. Recurrence plot

Recurrence plot (RP) is a purely graphical tool originally
proposed by Eckmann et al. (1987) to detect patterns of
recurrence in the data. For one time series fx1; x2; . . . ; xNg with
length N, we can embed it into the space Rm with embedding
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dimension m and a time delay t.

~yi ¼ ðxi; xiþt; xiþ2t; . . . ; xiþðm�1ÞtÞ; i ¼ 1;2; . . . ;Nm, (1)

where Nm ¼ N � ðm� 1Þt. In this way we get Nm vectors (points)
in the embedding space Rm. Both embedding dimension m and a
time delay t have to be chosen appropriately from nonlinear
dynamical theory (Riley and Van Orden, 2005). We will also give
some numerical explanations for the selection of m and t in the
following.

From the Nm points, we can calculate the distance matrix (DM),
which is a square Nm � Nm matrix. The elements of DM are the
distances between all possible combinations of i-points and j-
points. They are computed according to the norming function
selected. Generally, Euclidean norm is used (Giuliani et al., 2002).
DM can be rescaled by dividing down each element in the DM by a
certain value as this allows systems operating on different scales
to be statistically compared. For such value, the maximum
distance of the entire matrix DM is the most commonly used
(and recommended) rescaling option, which redefines the DM
over the unit interval (0.0–100.0%) (Riley and Van Orden, 2005).

Once the rescaled DM ¼ ðDi;jÞNm�Nm
is calculated, it can be

transformed into a recurrence matrix (RM) of distance elements
within a threshold � (namely radius). RM ¼ ðRi;jð�ÞÞNm�Nm

and

Ri;jð�Þ ¼ Hð�� Di;jÞ; i; j ¼ 1;2; . . . ;Nm, (2)

where H is the Heaviside function

HðxÞ ¼ 0 if xo0;

1 if xX0:

(
(3)

RP is simply a visualization of RM by plotting points on i–j plane
for those elements in RM with values equal to 1. If Ri;jð�Þ ¼ 1, we
say j-points recur with reference to i-points. For any �, since

Ri;ið�Þ � 1 ði ¼ 1;2; . . . ;NmÞ, the RP has always a black main
diagonal line. Furthermore, the RP is symmetric with respect to
the main diagonal as Ri;jð�Þ ¼ Rj;ið�Þ ði; j ¼ 1;2; . . . ;NmÞ. For exam-
ple, the RPs for the two time series shown in Fig. 2 are given in
Fig. 3. � is a crucial parameter of RP. If � is chosen too small, there
may be almost no recurrence points and we will not be able to
learn about the recurrence structure of the underlying system. On
the other hand, if � is chosen too large, almost every point is a
neighbor of every other point, which leads to a lot of artifacts
(Marwan et al., 2007). The selection of � will be discussed
numerically below.

2.4. Recurrence quantification analysis

RQA is a relative new nonlinear technique based on RP. Webber
and Zbilut (1994) and Zbilut and Webber (1992) quantify the
information supplied by RP. RQA has been successfully applied to
many different fields (Giuliani and Tomasi, 2002; Zaldı́var et al.,
2008). The ability of RQA to deal with protein sequences was
investigated in Giuliani et al. (2000), Manetti et al. (1999), Webber
et al. (2001), Zbilut et al. (2004), and Zhou et al. (2007). The works
using signal analysis methods in elucidation of protein sequen-
ce–structure relationships were reviewed in Giuliani et al. (2002).
In analyzing time series, unlike the MFA (Yu et al., 2006; Yang
et al., 2007b, 2008), RQA does not have a strict requirement for the
length of time series. Therefore, it is possible to apply RQA in the
prediction of structural classes of small proteins. For convenience,
we briefly describe RQA as follows. There are eight recurrence
variables used to quantify RP (Marwan et al., 2007; Riley and Van
Orden, 2005). We recommend (Marwan et al., 2007; Riley and Van
Orden, 2005) as there are much more detailed descriptions of
these variables in these two references. It should be pointed out
that the recurrence points in the following definitions only consist
of those in the upper triangle in RP (excluding the main diagonal
line), which is similar to those in Riley and Van Orden (2005).

The first recurrence variable is %recurrence (%REC). %REC is a
measure of the density of recurrence points in the RP. This variable
can range from 0% (no recurrent points) to 100% (all points are
recurrent):

%REC ¼ 100� ð# recurrent points in upper triangleÞ=ðNmðNm � 1Þ=2ÞÞ, (4)

where # stands for counting the number of points.
The second recurrence variable is %determinism (%DET). %DET

measures the proportion of recurrent points forming diagonal line
structures. For this variable, we have to first decide at least how
many adjacent recurrent points are needed to define a diagonal
line segment. Obviously, the minimum number required (and
commonly used) is 2 and such requirement is adopted in this
paper:

%DET ¼ 100� ð# points in diagonal linesÞ=ð# recurrent pointsÞ.
(5)

The third recurrence variable is linemax (Lmax), which is simply
the length of the longest diagonal line segment in RP. This is a very
important recurrence variable because it inversely scales with the
largest positive Lyapunov exponent (Eckmann et al., 1987):

Lmax ¼ length of longest diagonal line in RP. (6)

ARTICLE IN PRESS

Table 1
The reverse encoding for amino acids.

A ¼ GCT G ¼ GGT M ¼ ATG S ¼ TCA C ¼ TGC H ¼ CAC N ¼ AAC T ¼ ACT D ¼ GAC I ¼ ATT

P ¼ CCA V ¼ GTG E ¼ GAG K ¼ AAG Q ¼ CAG W ¼ TGG F ¼ TTC L ¼ CTA R ¼ CGA Y ¼ TAC

This encoding method has been used in Deschavanne and Tufféry (2008).
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The fourth recurrence variable is entropy (ENT), which is the
Shannon information entropy of the distribution probability of the
length of the diagonal lines:

ENT ¼ �
XLmax

k¼Lmin ;pðkÞa0

pðkÞ log2 ðpðkÞÞ, (7)

where Lmin is the minimum length of diagonal lines in RP and

pðkÞ ¼ ð# diagonal lines of lengthkin RPÞ=ð# diagonal lines in RPÞ.
(8)

The fifth recurrence variable is trend (TND), which quantifies the
degree of system stationarity. It is calculated as the slope of the
least squares regression of %local recurrence as a function of
the displacement from the main diagonal. It should be made clear
the so-called %local recurrence is in fact the proportion of
recurrent points on certain line parallel to the main diagonal over
the length of this line. %recurrence is calculated on the whole
upper triangle in RP while %local recurrence is computed on only
certain line in RP, so it is termed as local. Multiplying by 1000
increases the gain of the TND variable (Riley and Van Orden,
2005):

TND ¼ 1000� ðslope of % local recurrence vs: displacementÞ.
(9)

The remaining three variables are defined based on the vertical
line structure. The sixth recurrence variable is %laminarity (%LAM).
%LAM is analogous to %DET but it is calculated with recurrent
points comprising vertical line structures. Similarly, we also select
2 as the minimum number of adjacent recurrent points to form a

vertical line segment:

%LAM ¼ 100� ð# points in vertical linesÞ=ð# recurrent pointsÞ.
(10)

The seventh variable, trapping time (TT), is the average length of
vertical line structures. The eighth recurrence variable is maximal

length of the vertical lines in RP (Vmax), which is similar to Lmax.

2.5. Determination of parameters

As mentioned in Section 2.3, we have to decide several
parameters in RP: embedding dimension m, time delay t, and
radius �. Because RP is analyzed by RQA, we use the quantity %REC
to discuss the selections of these parameters. Similar to that done
in Riley and Van Orden (2005), we decide to examine %REC output
for embedding dimensions m between 6 and 9, and time delay t
from 1 to 4. A general guideline is that � should be selected such
that %REC remains low (often smaller than 5%) (Riley and Van
Orden, 2005). We are looking for small (or smooth) changes in
parameter settings yielding small (or smooth) changes in output
measures, %REC values ranging between 0% and 5%.

The time series used for this analysis is the x-coordinate
sequence (CGRx) in AAD-CGR of protein 1AAB. In order to decide
the value of parameters in RQA, we present the surface plots for
embedding dimensions m from 6 to 9, delays t from 1 to 4 and
radius � from 10 to 39 in Fig. 4. From the figure, we set m ¼ 8 as
the changes for %REC are relatively small for m ¼ 7;8;9 and the
changes are smooth for m ¼ 8 with the increase of radius � and t;
we set t ¼ 2 as the values of %REC almost do not change
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(or change smoothly) along with t when tX2. Finally, � is set at
30% to make sure %REC is smaller than 5% (Riley and Van Orden,
2005).

3. Data and results

3.1. Data sets

For the test of one method in protein structural class
prediction, many different data sets have been used in previous
study. For example, a data set containing 359 proteins developed
by Chou and Maggiora (1998) was used extensively. This data set
includes highly homologous sequences (over 95% homology) and
the prediction accuracy is nearly perfect (Kurgan and Homaeian,
2006; Kedarisetti et al., 2006). However, for the low-homology
data sets, the prediction accuracy is notoriously low and we try to
address this problem here by using two low-homology protein
data sets.

The two protein data sets analyzed here are used previously
(Wang and Yuan, 2000; Kurgan and Homaeian, 2006). The first
one contains 1092 proteins/domains consisting of 223 a class
proteins, 294 b class proteins, 334 a=b class proteins and 241
aþ b class proteins. It is denoted by 1189. Another is from Kurgan
and Homaeian (2006) containing 1673 proteins/domains, in
which 443 are from the a class, 443 from the b class, 441 from
the a=b class and 346 from the aþ b class. It is denoted by 25PDB.
The sequence homology of 1189 and 25PDB data sets is 40% and
25%, respectively (Kurgan and Homaeian, 2006; Kedarisetti et al.,
2006). One can download the protein/domain sequences of 1189
and 25PDB from RCSB Protein Data Bank (http://www.rcsb.org/
pdb/home/home.do) by the PDB ID listed in the Appendix A of
Kurgan and Homaeian (2006).

3.2. Prediction of protein structure classes

For each protein sequence, two time series are derived from its
AAD-CGR of amino acids sequence. Then we use RQA to analyze
themwhich resulting in a total of 16 parameters (2� 8). That is to
say, each protein sequence is represented by 16 features which
can be used to predict its structural class. There are a lot of
existing prediction algorithms. For example, artificial neural
network (Dubchak et al., 1995), Bayesian classification (Wang
and Yuan, 2000), fuzzy clustering (Shen et al., 2005), LogitBoost
(Feng et al., 2005) and support vector machines (Ding and
Dubchak, 2001; Chen et al., 2006), etc. In the present paper, we
use Fisher’s linear discriminant algorithm.

Fisher’s discriminant algorithm is used to find a classifier in the
parameter space for a training set. The given training set H ¼
fx1; x2; . . . ; xng is partitioned into n1pn training vectors in a subset
H1 and n2pn training vectors in a subset H2, where n1 þ n2 ¼ n

and each vector xi is a point in the 16-D parameter space. Then
H ¼ H1 [ H2. We need to find a parameter vector w ¼
ðw1;w2; . . . ;w16ÞT for the 16-D space such that fyi ¼ wTxigni¼1 can
be classified into two classes in the space of real numbers. If we
denote

mj ¼
1

nj

X
xi2Hj

xi; j ¼ 1;2, (11)

Sj ¼
X
xi2Hj

ðxi �mjÞðxi �mjÞT; j ¼ 1;2, (12)

Sw ¼ S1 þ S2, (13)

then the parameter vector w is estimated as S�1
w ðm1 �m2Þ (Duda

et al., 2001). As a result, Fisher’s discriminant rule becomes assign
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x to H1 if ðm1 �m2ÞTS�1
w ½x� 1

2 ðm1 þm2Þ�40 and to H2 otherwise
(Duda et al., 2001).

For protein structural class classification problem, we have
proposed a procedure to cluster protein structure in a 3D
parameter space recently (Yang et al., 2007b; Yu et al., 2006).
We name this procedure as a step-by-step method. The main idea
of this method is classifying the proteins of certain class from
other proteins by three steps. Correspondingly, one predictor is
trained for each step. After testing all the possible steps
(altogether 12 combinations), we find that the following steps
are good (i.e., have high overall accuracy defined by formula (18))
to predict protein structural classes:

� Step 1: classify the proteins of the b class from the other
proteins in the fa;aþ b;a=bg classes;

� Step 2: classify the a=b class proteins from the other proteins in
the fa;aþ bg classes;

� Step 3: classify the a class proteins from the proteins of the
aþ b class and the remaining proteins belong to the aþ b
class.

In statistical prediction, the following three cross-validation
tests are often used to examine the power of a predictor:
independent data set test, sub-sampling (such as fivefold or 10-
fold sub-sampling) test, and jackknife test (Chou and Zhang,
1995). Of these three, however, the jackknife test is thought the
most rigorous and objective that can always yield a unique result
for a given benchmark data set, as elucidated in Chou and Shen
(2008a) and demonstrated by Eq. (50) of Chou and Shen (2007d).
Therefore, the jackknife test has been increasingly and widely
adopted or recognized by many investigators to examine the
power of various predictors (see, e.g., Chen et al., 2008a, b; Chen
and Li, 2007a, b; Chou and Shen, 2006a, b, 2007a–c, 2008b; Du
and Li, 2008; Jiang et al., 2008; Jin et al., 2008; Li and Li, 2008; Lin,
2008; Lin et al., 2008; Munteanu et al., 2008; Niu et al., 2008;
Shen and Chou, 2007a, b; Shi et al., 2008; Wu and Yan, 2008;
Zhang and Fang, 2008; Zhou et al., 2007). Hence, in this paper, we
use the jackknife test to evaluate our method. In the jackknife test,
each of the protein in the data set is in turn singled out as a tested
protein, and the predictor is trained by the remaining proteins.
Therefore, jackknife is also called a leave-one-out test.

Based on Fisher’s discriminant algorithm, we calculate the
prediction accuracies as follows (formula (14)–(18)). The predic-
tion accuracies for the two data sets are given in Table 2. The
overall accuracy for the data set 25PDB is 1.6% lower than that for
the data set 1189, which might beso because the sequence
homology for the former data set is lower than that for the latter.
This is consistent with the conclusion in Kurgan and Homaeian
(2006) (i.e., using highly homologous data sets results in higher
accuracies).

accuracya ¼ the number of proteins predicted correctly in the a class

the number of proteins in the a class
,

(14)

accuracyb ¼ the number of proteins predicted correctly in the b class

the number of proteins in the b class
,

(15)

accuracyaþb ¼ the number of proteins predicted correctly in the aþ b class

the number of proteins in the aþ b class
,

(16)

accuracya=b ¼ the number of proteins predicted correctly in the a=b class

the number of proteins in the a=b class
,

(17)

accuracyoverall ¼ the number of proteins predicted correctly in all classes

the number of proteins in all classes
.

(18)

4. Discussions

4.1. Comparison with existing methods

For the four-class prediction problem, the one-against-others

algorithm (Brown et al., 2000; Chen et al., 2006; Ding and
Dubchak, 2001) is widely used to transfer it into a two-class
problem. Therefore, in order to give a fair comparison with other
existing methods, here we calculate the prediction accuracies of
our method based on the one-against-others algorithm as well.
The corresponding accuracies are listed in Table 3 in bold type. In
order to compare with existing methods, other investigators’
results for the two date sets are also listed in Table 3, which is
taken directly from the original papers. From this table, we can see
the following three points:

First, for 1189 data set, the overall prediction accuracy of our
method is higher than other methods listed in Table 3 (from 6.3%
to 11.4%). The accuracy in predicting a=b class proteins in Zhang et
al. (2008) is higher than ours. Except for this, our prediction
accuracies for three other protein classes are much more higher
than other methods. For the available data in Table 3, this ranges
between 4.8% and 37.8%.

Second, for 25PDB data set, the overall prediction accuracy of
our method is 4.1% and 6.9% higher than that in Kedarisetti et al.
(2006) and Kurgan and Homaeian (2006), respectively. The
accuracy in predicting a class proteins in Kurgan and Homaeian
(2006) is higher than ours. However, for three other protein
classes, our prediction accuracies are all higher than that in
Kurgan and Homaeian (2006) (3.4%, 1.6% and 26.7% for b, aþ b
and a=b class proteins, respectively).

Third, only 16 parameters are used in our prediction, which is
less than those used by other state-of-the-art methods. The
method listed in Table 3 with the highest overall accuracy used 34
parameters (Kedarisetti et al., 2006), which is more than twice of
the number of parameters used here. This clearly demonstrates
that our method is promising in the classification of structural
classes for proteins with low sequence homology.

Therefore, the current method proposed in this paper may play
a complementaryrole to the existing methods.

Why the present method can get better results than other
methods? It should be stressed that most methods in Kedarisetti
et al. (2006), Kurgan and Homaeian (2006), and Wang and Yuan
(2000) are based on amino acid composition. The important
information, sequence order, is lost in these methods. For the
method with pseudo amino acid (PseAA) composition (Chou,
2001, 2005a), some sort of sequence order information is
incorporated but it is not enough. Sequence order is used in
RQA and may play an important role in predicting protein
structural classes (Riley and Van Orden, 2005). This can be proved
from the fact that the results from PseAA (Zhang et al., 2008) are
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Table 2
Accuracies from AAD-CGR with step-by-step algorithm.

Data set Prediction accuracy (%)

a b aþ b a=b Overall

1189 60.5 67.7 61.4 71.0 65.8

25PDB 58.0 65.0 65.1 69.9 64.2
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better than those from amino acid composition (Kurgan and
Homaeian, 2006; Wang and Yuan, 2000). Detailed discussions
were made about whether the coupling effect among different
amino acid components can improve the prediction of protein
structural classes (Cai, 2001; Chou et al., 1998; Eisenhaber et al.,
1998). Chou et al. (1998) confirmed that the answer is yes. When
it comes to the method proposed here, the protein sequence is
converted into time series based on CGR and there is no
information lost in this transition. Much more information of
sequence order may be contained by analyzing these time series
with RQA. Therefore, it is reasonable to expect better prediction
results from RQA.

In order to predict protein structural classes more precisely,
Chou and Cai (2004) proposed a higher level method (Chou and
Shen, 2007d), the so-called ’’functional domain (FunD)’’ composi-
tional approach. In this method, each protein is presented by a
7785-dimensional vector. It was used to predict protein structural
classification among seven classes: a, b, a=b, aþ b, multi-domain,
small protein, and peptide. A very high jackknife test rate (98%)
was obtained on 2230 proteins in which none of protein has more
than 20% pairwise sequence identity to any others. This suggests
that a feature representation containing more information of a
protein is helpful in predicting protein structural classes. Because
the prediction for two data sets used here was not tested by this
method, we cannot compare ours with it here. Anyway, this FunD
compositional approach is highly valuablein that it directs us to
explore those new methods able to incorporate as much
information of proteins as possible when predicting protein
structural classes.

4.2. Effect of reverse encoding of amino acids

For one amino acid, there are many possible ways to translate
it into nucleotides. For example, the amino acid L can be
translated by six different ways: TTA, TTG, CTT, CTA, CTC and
CTG. Therefore, except for the encoding manner listed in Table 1,

we need to test other kinds of encoding manners to see whether
they affect the final results. However, it is not possible and
practical to test all possible encoding manner. Here, we test the
following two more manners listed in Table 4, which is randomly
selected. The encoding manner in Table 1 is denoted by En1, and
those in Table 2 by En2 and En3. Based on the one-against-others
method, the prediction results are listed in Table 5. From the table,
the overall accuracy from En1 is the best one, which is consistent
with the conclusion in Deschavanne and Tufféry (2008) (i.e., the
encoding manner in Table 1 resulted in a better result).

4.3. Results with other kinds of CGRs

As mentioned in the Introduction, five kinds of CGRs for
proteins will be discussed, i.e., 20-CGR, 12-CGR, 6-CGR, 4-CGR and
AAD-CGR. The above results are calculated based on AAD-CGR
(En1) and we should test the results from the other four CGRs. In
the calculation, we firstly have to decide the parameters in RQA.
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Table 3
Accuracies of our method with the one-against-others algorithm and comparison with other results reported.

Data set Reference Parameters Prediction accuracy (%)

a b aþ b a=b Overall

1189 This paper 16 62.3 67.7 63.1 66.5 65.2
Wang and Yuan (2000) 19 NA NA NA NA 53.8

Kurgan and Homaeian (2006) 66 57.0 62.9 25.3 64.6 53.9

Kedarisetti et al. (2006) 34 NA NA NA NA 58.9

Zhang et al. (2008) 27 48.9 59.5 26.6 81.7 56.9

Anand et al. (2008) 50 NA NA NA NA 54.7

25PDB This paper 16 64.3 65.0 61.7 65.0 64.0
Kurgan and Homaeian (2006) 66 69.1 61.6 60.1 38.3 57.1

Kedarisetti et al. (2006) 34 NA NA NA NA 59.9

The best overall results and the corresponding accuracies in predicting the four protein structural classes are highlighted in bold face.

Table 4
Two more ways of reverse encoding for amino acids.

A ¼ GCA G ¼ GGA M ¼ ATG S ¼ TCG C ¼ TGT H ¼ CAT N ¼ AAT T ¼ ACA D ¼ GAT I ¼ ATA

P ¼ CCC V ¼ GTA E ¼ GAA K ¼ AAA Q ¼ CAA W ¼ TGG F ¼ TTT L ¼ CTT R ¼ CGC Y ¼ TAT

A ¼ GCC G ¼ GGG M ¼ ATG S ¼ TCC C ¼ TGT H ¼ CAT N ¼ AAT T ¼ ACC D ¼ GAC I ¼ ATC

P ¼ CCT V ¼ GTC E ¼ GAG K ¼ AAG Q ¼ CAG W ¼ TGG F ¼ TTC L ¼ TTG R ¼ CGT Y ¼ TAT

The reverse encoding manner is selected randomly.

Table 5
Prediction accuracies from En1, En2 and En3 based on the one-against-others

method.

Data set Encoding Prediction accuracy (%)

a b aþ b a=b Overall

1189 En1 62.3 67.7 63.1 66.5 65.2
En2 46.6 54.1 59.0 65.9 57.2

En3 53.1 57.5 51.5 63.5 56.7

25PDB En1 64.3 65.0 61.7 65.0 64.0
En2 49.2 58.2 58.3 72.5 58.8

En3 52.6 59.6 57.4 69.4 59.2

The best overall results and the corresponding accuracies in predicting the four

protein structural classes are highlighted in bold face.
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To this end, we use the similar method introduced in Section 2.5.
Their parameters are listed in Table 6.

Based on the one-against-others procedure, the prediction
accuracies with these methods are shown in Table 7, which
suggests that the results are different for different CGRs. From the
point of overall accuracy, the results from AAD-CGR (En1) are
relatively better than other kinds of CGRs. As a result, we
recommend AAD-CGR (En1) when using CGR of proteins to
predict protein structural classes.

5. Conclusions

Identification of protein structural classes is important in the
prediction of the 3D structures. CGR of proteins is a useful way to
analyze proteins as it provides a visualization of protein
sequences. With the reverse encoding of amino acids in
Deschavanne and Tufféry (2008), AAD-CGR was introduced in
this paper. In order to analyze AAD-CGR of proteins more
conveniently, we decomposed the AAD-CGR of proteins into two
time series.

RQA is a useful tool in many different fields. It has been used to
deal with the problem relating to protein sequences (Giuliani et
al., 2000; Manetti et al., 1999; Zbilut et al., 2004; Zhou et al.,
2007). We used RQA in the prediction of structural classes from
the primary sequences of proteins in this paper. Two kinds of time
series were derived from AAD-CGR. RQA was used to analyze
them and 16 (2� 8) parameters were achieved. With these
parameters altogether, we used the step-by-step procedure to
predict protein structural classes based on Fisher’s linear
discriminant algorithm. The overall accuracies with such method

are 65.8% and 64.2% for 1189 and 25PDB data sets which are low-
homologous data sets (sequence homology being 40% and 25%,
respectively), respectively. At the same time, this suggests that the
lower the sequence homology is, the more difficult it is to predict
protein structural classes, which is consistent with the conclusion
in Kurgan and Homaeian (2006). The other four kinds of CGRs of
proteins were tested and the results from AAD-CGR are relatively
better and we suggest using AAD-CGR to predict protein structural
classes.

With the procedure used widely (i.e., one-against-others), we
compared our results with other investigators’. The overall
accuracies of our method are 6.3% and 4.1% higher than those of
the methods compared here. The number of parameters used here
is less than those in the other methods. This suggests that the
current method may play a complementary role to the existing
methods. However, the accuracy is still far from satisfactory.
Except for the information from the primary sequence, maybe
some more information, such as physical or chemical property of
amino acids, is needed to complete the task of predicting protein
structural classes. More work following this direction will be done
in the near future.
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Deschavanne, P., Tufféry, P., 2008. Exploring an alignment free approach for protein
classification and structural class prediction. Biochimie 90, 615–625.

Ding, C.H., Dubchak, I., 2001. Multi-class protein fold recognition using support
vector machines and neural networks. Bioinformatics 17, 349–358.

Du, P., Li, Y., 2008. Prediction of C-to-U RNA editing sites in plant mitochondria
using both biochemical and evolutionary information. J. Theor. Biol. 253,
579–589.

Dubchak, I., Muchnik, I., Holbrook, S.R., Kim, S.H., 1995. Prediction of protein-
folding class using global description of amino-acid sequence. Proc. Natl. Acad.
Sci. 92, 8700–8704.

Duda, R.O., Hart, P.E., Stork, D.G., 2001. Pattern Classification, second ed. Wiley,
New York.

Eckmann, J.P., Kamphorst, S.O., Ruelle, D., 1987. Recurrence plots of dynamical
systems. Europhys. Lett. 4, 973–977.
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